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Development of a Hybrid LLM Agent Using
Association Rules and the FP-Growth
Algorithm to Predict MITRE ATT&CK
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Abstract—This paper presents an algorithm that automates
penetration testing of information systems through the
introduction of an LLM-based agent. The algorithm constructs
an attack vector at the level of techniques that adversaries may
execute, expressed in the MITRE ATT&CK framework
notation. The algorithm’s accuracy is improved by
incorporating information about related attacker techniques
and by adding context about the target information system.
Relationships  between techniques were derived using
association rules and the FP-Growth algorithm based on a
dataset containing real-world cyberattack scenarios.
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I. INTRODUCTION

In the era of large-scale digitalization, organizations of all
sizes, ranging from small enterprises to large businesses
with distributed branches, increasingly migrate business
processes online to automate workflows and optimize
resource  use. E-commerce platforms, warehouse
management software, CRM systems for recruitment, and
specialized applications for managing construction
equipment are just a few examples of domains undergoing
automation.

However, the growth of automation inevitably expands
the number of potential vulnerabilities. Modern cyberattacks
rarely occur as isolated events. They increasingly representa
carefully prepared sequence of attacker actions that can
unfold over hours or even years [1]. During this time,
adversaries systematically increase their privileges within an
information system from reconnaissance and collecting
details about architecture, operating system versions and
installed modules, through initial intrusion and finally to
privilege escalation.

Core challenge is that the main damage from a
cyberattack often becomes apparent only at its final stage,
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while reconstructing the full chain of attacker actions is
frequently not feasible [2]. At the same time, the business
impact of cyberattacks can be critical, including financial
losses, suspension of sales and partner interactions, and
reputationalrisks.

In such conditions, the cybersecurity posture of
information systems and especially preventive measures
plays a decisive role. Penetration testing is one such
measure, it imitates adversarial behavior to identify weak
points and potential vulnerabilities [3]. In a typical pentest,
security specialists build a test environment for the target
system and, using specialized tools and scanners, attempt to
discover exposed ports, APls and directories that could
enable a malicious scenario. The downside of this approach
is the required expert time. For example, a standard website
with modules such as web forms, self-registration, partner
download center and news section can take a security team
up to a month to test, followed by another month to fix and
re-verify the issues. While companies are interested in rapid
releases, an IBM study from 2009 indicates that the cost of
an unfixed defect at deployment is 100 times higher than
fixing it during testing [4].

Nevertheless, parts of the pentesting process can be
automated by integrating LLMs. A recent study by XBOW
shows that modern LLMs, when used within an agent
platform, are increasingly effective at finding vulnerabilities
compared to classical brute-force approaches[5]. The model
can plan cyberattacks, select and run necessary tools,
interpret results and adjust the vulnerability analysis
direction. Through an iterative loop including hypothesis,
testing, validation and result adjustment, the model more
quickly finds complex vulnerabilities and scales better to
real-world targets. However, the model remains limited by
its training dataset, while attack techniques are constantly
evolving. Although modern LLMs support web search, a
NewsGuard report indicates that after this capability was
introduced, the share of incorrect answers increased from
18% to 35% over the past year. Among the reasons are
excessive trust in external sources and the growing share of
Al-generated content [6]. In that case, a hybrid approach,
combining an LLM with relevant data provided alongside
the prompt, becomesespecially required [7].

The vulnerability discovery process can be discovered at
several levels, from setting the search direction to issuing
concrete commands that exploit a flaw. This structure is
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described by the MITRE ATT&CK framework, which
organizes cyber threats as a matrix of tactics (categories of
techniques) and the techniques themselves used by
adversaries [8]. Tactics can be seen as directions or threat
vectors (reconnaissance, initial access, persistence), while
techniques are the methods of realizing the threat. Each
technique in the matrix is assigned an identifier beginning
with T. For example, exploitation of client-side application
vulnerabilities has the identifier T1203. This study focuses
on predicting techniques that an adversary may execute in
the target system.

The main goal of this study is to develop a hybrid LLM
agent that uses association rules to predict MITRE
ATT&CK techniques. To achieve this goal, the study
addresses the following tasks:

1. Review literature on LLMs and methods for
constructing association rules;
2. Build a dataset of cyber incidents for algorithm
validation;
Define the research methodology;
4. Analyze algorithm effectiveness and refine model
parametersto achieve the enhanced results;
5. Validate the obtained findings.

w

Il1. LITERATURE REVIEW

A. Overview of LLMs

The first component of the hybrid technique prediction
algorithm is LLM. In its basic form, LLM is a question-
answer model that can provide relevant, context-aware
responses due to extensive training data and deep contextual
understanding. While LLMs typically return text, it is also
possible to design prompts so that the model outputs a
structured response, such as a JSON schema, suitable for
downstream execution [9]. In vulnerability discovery, a
pentester provides the model with inputs about the target
system - known architecture, installed modules and versions,
available APIs, and asks it to propose a strategy for further
exploration of exploits. Alongside this information, the
model also receives a set of available tools (functions) to
investigate potential weaknesses, such as fetchinga URL or
checking a port’s reachability. LLM then returns structure
indicating which function should be called to test a
particular exploit. This structure is passed to, for example,
anorchestrator for execution,and the results are fed back to
the model[10]. Multiple such iterations may occur.

Modern LLMs differ by many characteristics, including
parameters count, context window, domain specialization,
and deployment mode (open-source models that can run
locally, and cloud-hosted models accessed via API). For this
study, local deployment is important for practical use (e.g.,
in SIEM systems), in part due to Federal Law No. 152 “On
Personal Data,” which regulates storage and processing of
personal information, and due to business requirements for
scalability, flexibility and integration with existing systems.

Given these constraints, the following LLMs were
selected:

1. DeepSeek-R1. A family of LLMs optimized for
reasoning and program synthesis, showing strong
performance on logical inference and code-generation

benchmarks with moderate compute cost, supported by
effective post-training and carefuldata filtering [11];

2. Gemma 3. Aline of compact and medium-sized LLMs
from Google focused on safe fine-tuning and embedding in
resource-constrained applications. The models provide
balanced performance forreasoning and code generation;

3. Qwen3. A multilingual and multimodal LLMs family
from Alibaba spanning a wide range of parameter sizes and
supporting orchestration tools, characterized by high
scalability and competitive accuracy in agent scenarios.

B. Overview of Association Rule Mining Methods

To make the prediction of likely attacker techniques more
accurate, the LLM is supplied with the set of currently
observed techniques along with a list of related techniques
obtained via association rules. This problem is analogous to
the classical market basket task, which examines
relationships among co-purchased items and returns results
in the form “if a customer buys item A, they are likely to
buy item B” [12]. With historical data on cyberattack
scenarios against information systems, association rules can
derive conclusions of the form “if an attacker executed
technique A, then technique B is likely to be the next step.”

The most common approaches to association rule mining
include the Apriori algorithm and FP-Growth, the latter
using a frequent-pattern tree to improve efficiency [13, 14].
The following sections discuss each method to identify key
strengths and weaknesses.

C. The Apriori Algorithm

Apriori relies on the anti-monotonicity property [15] and
constructs patterns iteratively: first frequent 1-itemsets are
identified, then larger candidate sets are generated and
verified by repeated database scans; the process continues
until no new frequentsets are found.

Strengths include implementation simplicity and broad
applicability. Limitations are high computational cost due to
multiple scans, exponential growth of resource
consumption,and notable slowdown asthe numberof items
increases.

D. The FP-Growth Algorithm

FP-Growth uses a frequent-pattern tree structure, avoiding
iterative candidate generation as in Apriori [16]. The
database is scanned only twice: first to build a compact
prefix tree with items ordered by frequency, and then to
extract frequent item sets via recursive analysis, from which
associationsare derived.

Advantages include high speed (only two passes) and
memory savings, which are crucial for scalability on large
datasets. Drawbacks include more complex implementation
due to recursive procedures, the need to hold the tree in
memory, and weaker compression when item distributions
are highly imbalanced.

E. Comparison of Apriori and FP-Growth

Empirical results in [17] show that for large datasets, FP-
Growth is generally more efficient than Apriori in finding
frequent itemsets.

Key advantages of FP-Growth over Apriori:

1. Execution time: at support thresholds below 0.3, FP-
Growth is typically 3-5 times faster;
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2. Memory: candidate generation in Apriori uses about2—
3 times more memory than the tree representation in FP-
Growth;

3. Practical suitability: Apriori is easier to adapt to
narrow, specialized scenarios, while FP-Growth excels in
common association-miningtasks.

Based on these findings, FP-Growth was selected for
further research.

Ill. RESEARCH METHODOLOGY
Hardware used in the study:
1.CPU: Intel(R) Core(TM) i5-10600 @ 3.30GHz;
2.RAM: 16 GB;
3.GPU: Intel(R) UHD Graphics 630 (128 MB).
The set of LLMs was chosen according to business and
compute constraintsand presentin Table 1.

Table 1. Set of chosen LL Ms and its parameters.

MODEL PARAMETERS CONTEXT MODEL SIZE
DeepSeek- | 1.5B 128k tokens | 1.1 GB
R1
Gemma 3 1B 32k tokens 815MB
Qwen3 1.7B 40k tokens 1.4 GB

Validation metrics:

1. Recall: share of cases where the next technique
appearsin the top N recommendations;

2. MRR: metric that accounts for the position of the
correct technique in the ranked list;

3. Coverage: share of techniques in the predicted list
that occurnext in the scenario;

4. Request execution time.

Association rules were built from a dataset containing
2,500 real-world scenarios of current cyberattacks across
several industries:

Industrialenterprises;
Healthcare institutions;
Educationalinstitutions;
Financial companies;
Government organizations;
IT and telecom companies;
7. Retail and e-commerce companies.

The dataset was compiled based on analysis of cyber
threat reports. Each row represents a sequence of techniques
executed by adversaries. To normalize the data, each
technique was mapped to a MITRE ATT&CK identifier.
The dataset structure is illustrated on Table 2.

Row 1 provides an example of phishing with a malicious
attachment; row 2 shows gaining access to company RDP
services; row 3 covers exploiting client software
vulnerabilities; row 4 shows persistence and execution of
malicious commands via internal services; row 5 shows
network penetration for credential theft; row 6 shows a
denial-of-service attack; row 7 shows data exfiltration via
web protocols.

© 0k wne

Table 2. Dataset structure.

4 | T1569.002 | T1543.003 | None None
5 | T1210 T1021.002 | T1570 T1003.001
6 | T1499 T1498.001 | T1565.003 | None
7 | T1041 T1071.001 | None None

The dataset was split 75% and 25% into training and test
sets. The training set was used to generate association rules
via FP-Growth; the test set was used for validation.

IV. INTERIM RESULTS

The baseline scenario evaluated model performance without
FP-Growth. The model input contained the current state of
the cyberattack scenario,and the expected outputwasatop -
5 list of nexttechniques. The prompttemplate was “You are
a system for predicting MITRE ATT&CK techniques that
may be executed in an information system. Given:
Previously executed techniques (chronological): [list].
Current technique: [tech ID]. Task: determine the top 5 next
techniques after the current technique. Order techniques by
decreasing relevance. Response requirements: Return
strictly JSON of the form {"predictions™: ["Txxxx", ...]} of
length exactly 5.”. Results are shown in Table 3.

Table 3. Interimresults for chosen LLMs.

Model Recall MRR Coverage | Time,
S

DeepSeek- | 0.42 0.18 0.58 305

R1

Gemma3 | 0.38 0.15 051 2.2

Qwen3 0.45 0.22 0.60 15.7

ID TECH 1 TECH?2 TECH3 TECHN

1 | T1566.001 | T1204.002 | T1059.003 | None

2 | T1190 T1133 T1078 T1021.001
3 | T1189 T1203 T1105 T1055

Qwen3 leads on Recall and Coverage due to higher
parameter count and larger context, which improves
sequence ranking but increases latency. MRR is higher for
Qwen3 and DeepSeek-R1 owing to better placement of the
correct technique. Times include tokenization and CPU
inference without a discrete GPU; Gemma 3 is fastest due to
a smaller model and context.

V. INTEGRATING FP-GROWTH INTO THE LLM AGENT

Inthe basic FP-Growth setup, hyperparameterswere:

1. Support=0.5

2. Confidence=0.5

However, the hyperparametershave been optimized to

achieve the best metrics, as well as to adaptthealgorithm to
the context of modeling attack vectors. An adaptive loop is
used to compute Support. The updated formula is shown in
Figure 1. Here N is the dataset length,and coefficient is
iteratively decreased from 1 to 0 by 0.01 until the number of
FP-tree elementsis less than 17,000.

Support — (N ¥ cogfficient) £ 20

Fig. 1. Support parameter calculation formula

Employing the Optuna hyperparameter optimization
framework, count 17,000 was identified asthe maximal FP-
tree size thatensures association rule mining within a single
category (economic sector) completesin no more than1
second.

Using the Optuna framework, the divisor in support’s
formula was swept from 0 to 100 with a step of 1 and the
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resulting metric values were evaluated. Table 4 reports the
best metric values obtained fordifferent divisor settings.
The results indicate that the optimized configuration (divisor
= 20) yields the highest metric scores.

Table 4. Comparison of metrics with differentdividers.

Divider Accuracy, % | Precision, % | Recall,
%

14 85.2 775 81.3

18 87.9 81.8 85

20 89 84.7 87.2

45 87.1 83.6 84.1

54 85.6 81.2 80.5

These hyperparameters significantly reduce compute
resources, minimize dependence of runtime on dataset size,
and improve prediction accuracy.

After applying FP-Growth to thetraining set, associative
links amongtechniquesin cyber incidents were obtained.
Figure 2 shows a bidirectional graph forT1078 (Valid
Accounts), including T1018 (Remote System Discovery),
T1190 (Exploitation of Public-Facing Application), and
T1021 (Remote Services).

Fig 2. Techniques linked to T1078.

The model prompt was augmented with techniques related
to the current ones, obtained via FP-Growth. Results are
shown in Table 5.

Table 5. Results forchosen LLMs after integrating FP-Growth.

Model Recall MRR Coverage | Time,
S

DeepSeek- | 0.49 0.21 0.73 315

R1

Gemma3 | 0.44 0.18 0.69 34

Qwen3 0.51 0.25 0.78 18.2

Recalland MRR improved by 15-20% on average, while
Coverage increased by 30%. Average request time also
increased due to additionalsteps for finding and forming
association rules.

VI. ADDING TARGET SYSTEM CONTEXT TO THE
ALGORITHM
Despite improved metrics, the model still did not account
for features of the specific target system. As noted above,
the dataset scenarios were grouped by industry. Industry

information was added to the model request together with
the current scenario and was also used when retrieving
association rules. Results are shown in Table 6.

Table 6. Enhanced results after context augmentation.

Model Recall MRR Coverage | Time,
s

DeepSeek- | 0.61 0.27 0.87 31.7

R1

Gemma3 | 0.55 0.24 0.82 3.8

Qwen3 0.63 0.31 0.92 18.8

After adding industry information, Recall increased by up
to 25%, MRR by 30%, and Coverage by 20%, while
execution time remained almost unchanged.

VII. PRACTICAL APPLICATION

To enable integration into existing cyber incident analytics
systems, such as SIEM platforms, the solution was
containerized. This isolates all modules and dependencies
from the host OS. The solution can be further adapted, for
example, by implementing a web service using FastAPI ora
PowerShell toolthatacceptscommand-line arguments.

VIII. CONCLUSION

The following taskswere accomplished:

1. A literature review on LLMs and association rule
construction methodswas conducted;

2. A cyber incident dataset was compiled for algorithm
validation;

3. A research methodology was defined;

4. Algorithm effectiveness was analyzed, and model
parameterswere refined to achieve better results;

5. The obtained results were validated.

The research core goal was achieved. We developed a
hybrid LLM-agent algorithm that uses association rules to
predict MITRE ATT&CK techniques, achieving over 60%
accuracy for predicting the next technique in a cyberattack
scenario, and over 90% probability that the predicted
technique appears in the scenario. Among the models
considered, Qwen3 (1.7B parameters) achieved the best
quality metrics, while Gemma 3 (1.0B parameters) achieved
the best latency.
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