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Approaches to Automated Traffic Optimal Control
System

E.A. Sofronova

Abstract—The paper addresses the problems of optimal
control and synthesis of traffic flow control in urban areas.
It is proposed to solve these problems within the framework
of an automated control system used to create an intelligent
transport system (ITS) for large cities. Data on the quantitative
characteristics of the flow is obtained from road infrastructure
detectors. The road network is described by a directed graph,
where nodes correspond to road sections and edges correspond
to manoeuvres at intersections. The graph has a variable
structure depending on the control. The control is determined
by the duration of the traffic light phases at signalised
intersections. A universal recurrent model of traffic flow, based
on the theory of controlled networks, is used to describe the
control of traffic flow. Optimal control problem statements
are given for different phase switching modes: within a fixed
cycle, without a fixed cycle, within a multicycle. The solution of
the multicriteria optimal control problem is given. The use of
evolutionary algorithms is proposed to solve the optimal control
problem. Then, a control synthesis statement for the traffic
flow is proposed. The traffic flow is controlled by selecting the
duration of the working phases of the traffic lights with respect
to the state of the object. The task is to find a traffic light control
function that depends on the state of the traffic flow. To solve
the control synthesis problem, it is proposed to use modern
numerical methods of symbolic regression. Numerical solution
of multicriterial optimal control problem for intersection with
real field data is given.

Keywords—Optimal control, control synthesis, traffic control,
traffic flow model

I. Introduction

Traffic signals are designed to order traffic flows in
efficient way so that to ensure safety of all participants in
the road network. There are different types of traffic signals,
some comprehensive reviews are [[l|], [2] . Among them
there is a traditional fixed-time (FT) [B] traffic signal that
uses a timer to change at predetermined intervals, instead
of changing according to traffic movements. An organised
and predictable traffic pattern is obtained and installed by
using an electro-mechanical signal controller to ensure the
signal changes according to traffic engineer decision. The
main advantage of fixed-time traffic signals is that the costs
and maintenance efforts are relatively low. At the same time
they may sometimes result in longer delays, but generally
they benefit for urban areas with more or less constant and
heavy traffic.

Pre-timed traffic signals are more flexible in comparison
to FT since the signals may change during the day depending
on the stats information, but still perform not effectively in
case of some events, for example concert with many visitors
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coming in limited time interval, that had not been considered
while design of traffic signals.

Modern cities are equipped with road infrastructure that
makes it possible to obtain estimates of the state of the
network at any time. The main types of road infrastructure
recording devices include radar detectors, loop detectors and
video cameras. The use of various detectors makes it possible
to obtain necessary characteristics of traffic flows, both at
intersections and arteries.

Alternatives to the traditional approaches are actuated and
adaptive traffic signal control. An actuated traffic signal
changes using information on detected vehicles from sensors
such as inductive loops embedded in the road or video and
non-video sensors. It allows traffic move more quickly and
efficiently instead of unnecessary time loss. It works best
in suburban or rural areas where traffic patterns change
intensely during the day. The drawback of actuated traffic
signal is the costs for control systems development and
maintenance of sensors as well as for service.

Examples of adaptive traffic signal control (ATSC) are
SCOOT (Split, Cycle, and Offset Optimization Technique),
[4], [8], and SCATS (Sydney Coordinated Adaptive Traffic
System), [6], that optimize the timing of traffic signals at
intersections based on real-time traffic patterns.

Then came methods based on self-organisation of traffic
lights (SOTL) [[7] and maximum pressure (MP) [8]. The self-
organisation method involves switching traffic light phases
based on data about the current state of traffic in the network
and the implementation of certain rules. The maximum
pressure method is based on determining the difference
between the number of vehicles on exit roads and the number
of vehicles on entering roads. When switching phases, the
phases with the highest pressure are given priority. The MP
method is characterised by high performance, but at the same
time it lacks flexibility, as the duration of the traffic lights
is a fixed length interval.

Later, a new adaptive approach, reinforcement learning
(RL), emerged [9], [[10]. The reinforcement learning methods
use Q-learning tables. The state of flows at an intersection
is represented discretely. Then deep reinforcement learning
(DRL) emerged to handle discrete and continuous states at
intersections [|L1f], [[12].

The agent (object) is an intersection. Each phase of the
traffic light is associated with a specific manoeuvre. The
phases are switched in a certain order. The task is to
dynamically adjust the duration of the phases. The state of
the agent (the number of vehicles entering the intersection)
is stored in a matrix. The agent’s action is the set of all
phases in the cycle. The definition of the reward (quality
criterion) is a key in this method. For example, the reward
can be the difference between the total waiting time for
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a given number of arriving vehicles in the previous and
the next cycle or time interval. The goal of the agent is
to maximise the reward. At each point in time, the agent
observes the state of the intersection and then chooses an
action according to the strategy. The action is a set of phases
in the cycle and the efficient phase is activated first. After
taking the action, the agent receives a reward and the state of
the intersection changes. By reacting to different scenarios,
the agent gradually learns to get better rewards.

Some deep reinforcement learning methods show their
effectiveness over traditional methods [|13], [14]. The
advantages of both SOTL and MP methods have been
combined in the [|I5]. However, there may be situations
where they become unstable. Double Q-learning network
[16], dueling Q-learning network []17], and prioritised
experience replay [[1§] have been proposed to improve the
performance of such methods.

The approaches studied in the paper for finding optimal
traffic signal control programs at intersections relate to pre-
timed traffic signal control, where the phase durations are
“fixed” according to historical data from the network under
consideration. This work is focused on creating an automated
traffic flow control system. The problem of traffic flow
control is considered as a mathematical control problem of
a dynamic object.

The road network is divided into sections that are
characterised by a maximum vehicle capacity and a
numerical assessment of their current state, expressed as
number of vehicles of average size. Traffic flow in an urban
road network is controlled by switching the phases of traffic
lights for a given duration.

The solution of the optimal control problem in the classical
statement [[19] requires an adequate model of the control
object. When it comes to transport flows, there are many
mathematical models to describe them, see [20], [21], but not
all of them are suitable for numerical solution of the optimal
control problem. The purpose of this paper is to formulate
a number of approaches to solve the traffic flow control
problem at regulated intersections using universal recurrent
traffic flow model (URTFM). This model was proposed
in [22] and then enhanced in [23], [24], [25]. URTFM
mathematicaly describes the processes occurring in the road
network during traffic control at controlled intersections. In
the classical statement, the optimal control is sought as a time
function and is called a program control. Optimal control
problem is solved taking into account existing constraints on
control, flows, etc. Depending on the particular task different
control modes may be implemented as well as a multicriterial
optimization.

Another approach is to solve the traffic flow control
problem as a synthesis problem, where it is necessary to find
a control as a function of the state space vector. By solving
the synthesis problem, one may take into account unforeseen
changes in the traffic flow. For example, in case of an
accident or bad weather conditions, a sudden change in the
state of the object occurs. The resulting control function will
ensure that an optimal solution is obtained without additional
computations, while the program control obtained by solving
the optimal control problem can only be computed for limited
and predetermined changes in the flow.

Combination of these approaches will automate the
process of traffic light control and thereby reduce the

load on operators of traffic management centers, solve the
optimization problem and improve the quality of control in
accordance with selected criteria, ensure coordinated control
in the considered networks, and increase the level of safety.

The rest of the paper is organized as follows. The optimal
control problem including some possible phase switching
modes is presented in Section [l. The multicriterial optimal
control problem is given in Section [II. Section [V| contains
control synthesis problem. Certain numerical methods are
proposed to solve the considered problems. Computational
experiment of solution of multicriterial optimal control
problem for intersection with real field data is presented in
Section M.

II. Optimal Control Problem

This study proposes an approach to traffic flow control
in the considered network by determining the coordinated
optimal phase durations of the traffic lights based on the
information obtained from video cameras and inductive
loop detectors located directly at the intersections and from
radar detectors located on the adjacent roads. The current
coordination plan is taken as a basis and improved by
evolutionary methods, taking into account the flow data
obtained over a certain time interval. The coordination plans
are calculated for specific days of the week and times of the
day.

A. Problem Statement

The road network is described by a directed graph
whose nodes correspond to road sections and whose edges
correspond to manoeuvres at intersections. To describe the
control of traffic flows, a universal recurrent traffic flow
model is used, which is based on the controlled networks
theory, see [22], [25]. In general, the model is a system of
recurrent finite-difference equations

x(k+ 1) = x(k) + f(x(k), A(u(k))) + 5(k). )

The components of the state vector x(k) =
[z1(k)... 2 (k)]T are quantitative estimations of traffic
flow in average vehicles at all road sections L of the
network.

The state vector is limited by the maximum number of
vehicles that can simultaneously be on the section 4

zi(k) <z, i=1,L. 2)

All road sections of the network are divided into entry,
Iy, exit, I; and internal, 1. Suppose, that the value of entry
traffic flow is known at each time step

w, (k) =z, (k — 1) +y;,. (), 3

where y; (k) is the value of the entry flow on the road section
ir, @ € lg, 7 = 1,Lg, Lo is the number of entry road
sections.

The number of vehicles on the exit road sections is not
limited

+_ .
T; =00, ig ely,

“

q =1, Ly, Ly is the number of exit road sections.
Time is discretized in control steps k, k = 1, K, K is a
given number of control steps. The change of traffic flow at
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each control step is performed by function f(x(k), A(u(k))),
that depends on the state vector and configuration matrix
A(u(k))). Configuration matrix is an adjacency matrix of the
graph that presents the road sections (nodes) and maneuvers
between them (edges) that are permitted by current traffic
light phase. In addition, the traffic flow changes by input
flow 6(k) = [61(k)...60(k)]T.
Traffic light phases are switched consequently

Si =(0,1,...,ul),i=1,M, 5)
+

where u;" is an index of the last phases in the sequence, M
is a number of intersections in the network.

According to the classical statement of the optimal control
problem, [[19], for the control object ([ll), the initial conditions
are given

x(0) =x" = [2¥...29

1", (6)
u(0) =u’,u; € Uy,i =1, M. (7)

Terminal state is not given.

Note, that the control cannot change the sequence of
phases (), it changes only their duration. The control is
presented in the form of a set of working phases of certain
duration of traffic lights at each control step, which is called
a coordination plan,

u(-) = (u(0),--- ,u(K)), ®)

where (k) = [ty (k) - - - (k)]T, (k) € {0,1},i =1, M.

Zero means that the phase remains unchanged, one stands

for the change to the next phase. When the current phase

number reaches its maximum value u;r, it switches to the

initial value. The duration of traffic light phases is limited.
Control should minimize the quality criterion

K
J =Y fo(x(k),A(u(k))) — min. ©)
k=1

The choice of optimisation criterion depends on the control
strategy. Optimisation criteria can be used, for example, to
maximise the number of vehicles on all exit road sections at
the last control step or to minimise the overflow on internal
road sections in total over all control steps.

Depending on the traffic light controllers available some
phase switching modes may be implemented.

B. Phase switching modes

Optimal control problem 1 (without a fixed length of
the cycle) - at all controlled intersections the duration of
the traffic lights phases are set taking into account the
constraints, so that when these working phases are cyclically
repeated up to a certain time, the quality criterion (J) is met.

Optimal control problem 2 (with a fixed length of the
cycle) - at all controlled intersections the duration of the
traffic lights phases are set taking into account the constraints
and the given total duration of the switching cycle of all
phases, so that when these working phases are cyclically
repeated up to a certain time, the quality criterion (B]) is met.

Optimal control problem 3 (with a multicycle of fixed
length). The OCP consists in determining the number of
simple cycles within a complex cycle (multicycle) and in
determining at all controlled intersections duration of the

traffic lights phases, taking into account the constraints.
The same working phase at the same traffic light can have
different duration in all simple cycles within a multicycle,
so that when cyclically repeating this complex cycle until a
certain time, the quality criterion (§) is met.

C. Method

Among the analytical methods for solving the optimal
control problem, one of the most important is the Pontryagin
maximum principle [19]. The model ([ll) can be represented
as a system of ODEs, but even in this case the dimensionality
and non-linearity of the system make it difficult to apply the
maximum principle. It is proposed to use numerical methods
for its solution.

The main computational problem in solving the optimal
control problem in the proposed statement is the large
number of unknown parameters. In general, the search space
has the dimension P = 25M_ where K is a number of
control steps, M is a number of intersections in the network.
For example, for a coordination plan with a duration of 1
hour and a control step of 1 second for two intersections,
P — 936002

To reduce the search space a variational genetic algorithm
(VarGA) is used, see [2€]. Like many other evolutionary
algorithms VarGA consists of the following main steps:
generating a set of possible solutions, evaluating each
solution according to selected criteria, selecting solutions to
perform genetic operations, performing genetic operations to
obtain new possible solutions, evaluating new solutions and
deciding whether or not to include the resulting solutions
in the set of possible solutions. Further, the algorithm is
repeated for the current set of possible solutions a certain
number of times, which is called generations. The condition
for terminating the algorithm may be reaching a given
number of generations and determining the best possible
solution in the last generation or finding a solution with a
given accuracy.

The feature of VarGA is that it uses the principle of
small variations of the basic solution, see [27]. According to
this principle, a basic solution, which represents the current
coordination plan for traffic light objects at intersections,
and a set of its permissible variations are specified. The
search for an optimal coordination plan is performed on
the set of small variations of the basic solution. After some
generations, called epoch, the basic solution is changed to
the best currently found one, and then variations are applied
to the new basic solution, etc.

II1. Multicriterial Optimal Control Problem

In the presence of several quality criteria, e.g. maximising
the traffic flow on exit road sections and minimising the
average manoeuvre waiting time, the solution of the optimal
control problem consists in finding a set of Pareto optimal
solutions. It requires definition of dominance of one solution
over another to rank solutions according to their fitness.

In addition, when using VarGA the problem of changing
the basic solution in the search process, it is necessary to
select a solution from the Pareto set after several generations
and make it the basis for further search. In this case, it is
necessary to define additional conditions for the selection
of the basic solution, for example, by the minimum norm
among the normalised criteria on the Pareto set of zero rank.
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A. Problem statement

In the road network, each traffic light system has its own
set of operating phases, the order of which is cyclically
repeated. Traffic flows are controlled by varying the the
duration of the phases. The traffic flow control is described
as ([l).

At all controlled intersections in the network, the traffic
flow is changed depending on the traffic lights phases (§).

The state vector is limited (¥). The sequence of phases is
given (). With a given initial state (), initial values of the
traffic light phases v(0), known entry flow (), it is necessary
to find the optimal control program to minimize several
quality criteria (B). Such criteria may be maximization of
the number of vehicles on all exit sections, minimization
of the number of vehicles on entry sections, minimization
of overflows on internal sections, etc. Criteria often do not
agree with each other.

Assume, that m quality criteria are given on the set of
possible solutions

f(x(-),u()) = [fr(x(-),u()), .., fu(x(),u(-)IT, (10

fi(x(-),u(-)) €RY, i =T1,m.

The solution is the set of Pareto optimal programs on the
space of criteria

(11)

where

3.7 € {17" . 7m}7 f](il()aﬁl()) < f](x()au())

To solve the multiobjective optimization problem, a
variational genetic algorithm with nondominated sorting is
proposed, [28], [27].

B. Method

A distinctive feature of variational nondominated
sorting genetic algorithm (VarNSGA-II) for solving the
multiobjective optimal control problem of traffic flows is
the representation of a set of possible solutions.

We select the Pareto set from the set of possible solutions.
The Pareto set contains solutions for which the following
condition is met: for each solution that is in the Pareto set,
there is no solution that dominates it, and for each solution
that is not in the Pareto set, there is always an element in
the Pareto set that dominates it. Solutions are ranked.

Thus, each possible solution is evaluated using the Pareto
rank and an additional indicator that evaluates the proximity
of the solution to neighboring solutions that have the same
Pareto rank.

The Pareto front with rank equal to one, created after the
last generation, is considered a solution to the problem.

IV. Control Synthesis Problem

The traffic flow control synthesis problem is considered
with respect to the duration of traffic light phases depending
on the state of traffic flow. The entry flow vector delta in
() in general is the uncertainty of the mathematical model.
In the optimal control problem, the delta is a constant most
probable value. If a random vector variable has a normal
Gaussian distribution, then the most probable value is the
average value observed over the interval for which the
optimal control problem was solved. In real conditions, the
entry flow may change sharply and then the program control
u(k) will no longer be optimal and will require adjustment.
Such adjustment may be calculated in advance, at the stage
of solving the optimal control problem. In this case, it is
necessary to solve the control synthesis problem and find
the control as a function of state space coordinates. If the
control depends on the state, then firstly it is necessary to
find a control function and then apply it in case of a sharp
change in the state of the network.

A. Problem statement

Let us consider the control synthesis of traffic flow
in the urban network. Let us apply a universal recurrent
model for the control of traffic flows ([l). Traffic light
phases are switched consequently (F). Every road section
is characterized by the maximal number of vehicles that can
be there at one time (2), #).

The domain of initial states is given

X € RE. (12)
The control is a function of state
u=h(x) € U, (13)

that provides the minimum value of a given quality criterion

K
T = fo(x(k), A(h(x(k)))) — min, (14)
k=1

B. Method

The problem of synthesising a control system as a function
of state for an initial state was formulated by [29]. To solve
the synthesis problem, a dynamic programming method has
been developed which produces a set of control vector values
depending on the values of the state vector. The dynamic
programming method is most effective for discrete values of
the state vector. With many initial states and a large number
of state vector values, the dynamic programming method
results in a large amount of data, which has been called the
“curse of dimensionality”. The resulting solution is sensitive
to the initial state. For other initial states, the resulting control
will not be optimal and the synthesis problem will have to
be solved again.

To solve the synthesis problem, the Bellman equation has
been proposed, from which it is possible to construct a state
control function. In known examples, the Bellman equation
has a standard quadratic form and in general there is no
approach to finding it.

In addition, synthesis seeks a function of many variables
rather than a function of one time variable as in the optimal
control problem, which is computationally more complex.
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The problem of synthesising a control system for the entire
state space as a general synthesis problem was formulated in
the work of [3(]. The maximum principle of L.S. Pontryagin
was used as a solution method. It does not allow finding
multidimensional control functions, but can be used for
simple models of low-dimensional control objects. The result
of solving the general synthesis problem is a control function
which, when substituted into the right-hand sides of the
object model, one can obtain a particular solution which,
from any initial state, provides the optimal value of the
quality criterion for a given time.

In this paper it is proposed to solve the problem of
synthesising traffic flow control numerically [31] in the form
of a multidimensional control function. The dimension of
the control function is determined by the dimension of the
control vector. The number of arguments is determined by
the dimension of the state vector. As a solution method,
it is proposed to use machine learning control using the
method of symbolic regression, which allows to search for
mathematical expressions in coded form using a special
genetic algorithm, specially designed in such a way that, after
the basic operations of evolution, obtain the correct function
codes of mathematical expressions.

C. Alternative approach

Alternative approach is the solution of the synthesis
problem via adaptive approach. First, the optimal coordinated
signal timings for a number of possible situations, different
initial conditions and different distribution parameters are
calculated. The task of control synthesis will be to determine
that the current coordinated signal timing is no longer
optimal and select the optimal coordinated signal timing from
the database. The scheme is presented in Figure [I.

Current scenario | [ Number of scenarios

! <z
Evaluation Optimization
ﬂ 3
Dat
Classifier [ ata
Base

}

Recommendation
Puc. 1. Scheme of adaptive approach

The control synthesis problem is a complex computational
problem that cannot be solved in real time. At the same time,
solving the general synthesis problem makes it possible to
obtain optimal control values for any admissible state of the
object. However, this advantage of this task is negated if
the model parameters change, for example, a change in the
maneuver capacity parameter due to weather conditions.

Thus, the solution to the synthesis problem depends on
the model parameters. The approach based on the selection
of optimal coordination plans seems to be more appropriate

and feasible. With this approach, optimal coordination plans
can be calculated in advance for various values of model
parameters and selected in real time using a decision function
that is also calculated in advance.

V. Computational Experiment

The proposed approaches were implemented in CTraf
software, [B32]. Here the solution of the multicriteria
optimal control problem for X-type intersection is provided.
Intersection with road sections and maneuvers and its graph
are presented in Figure. [J.

Puc. 2. X-type intersection and its graph

Two quality criteria were used:

J1 — maximization of overall throughput of intersection,
i.e. maximization of number of vehicles at exit sections (I;)
at the final control step K

Jy ==Y x;(K) - min;
i€y
Jo — equal throughput of directions to avoid queues on
certain entry sections (Ip) during the performance

Jy— L > (@™ (k) — 2™ (k)) — min,i, j € Io,
i#4,k mod T.=0

where C' is a number of control cycles, T, is the duration of

one control cycle.

The solution of the multicriterial optimal control problem
for the control program 1 (CP1 (6.00-7.30, Mo-Su)) after 32
generations of VarNSGA-II is a Pareto front presented on
Fig. B.

For solution Ne27 the basic control program and resulting
optimal control program are given in Table. [l. The overall
throughput of intersection .JJ; was improved by 3%, equality
of throughput of directions Jy by 7.7% respectively. The
results for all control programs are given in Table. [[.
Parameters of VarNSGA-II are given in Table. [II. As it
can be seen from the results of experiment all five control
programs were improved by both criteria.

Pareto front for run #2023-07-21-15-57-03

%00

00

ooooooooooooooo

Puc. 3. Pareto front for CP1
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Ta6numa 1
Control Program 1 (6.00-7.30, Mo-Su)

Phase  Tpas, s Topt, s
1 43 37
2 19 19
3 19 25
4 29 29
Te 110 110
Ta6muma 11

Performance of Optimal CP 1-5

Control Program J1, % J2, %
1 (06.00-07.30, Mo-Su) +3 +7.7
2 (07.30-10.00, Mo-Su) +1 +12
3 (10.00-16.30, Mo-Su) +3 +8.25
3 (20.00-21.30, Mo-Su) +3 +8.25
4 (16.30-20.00, Mo-Su) +3 +2
5 (21.30-06.00, Mo-Su) +2 +13.65

Tabnuua 111
Parameters of optimization algorithm

Parameter Value
Size of population, H 128
Number of generations, G 32
Number of crossovers, R 128
Depth of variation, d 16
Type of variation point
Probability of mutation, p, 0,75
Type of mutation even

Type of optimization within one control cycle

Acknowledgement

The research was carried out using the infrastructure of the
Shared Research Facilities “High Performance Computing
and Big Data” (CKP “Informatics”) of FRC CSC RAS
(Moscow).

(1]
[2]
[3]

(4]

[3]

(6]

(7

(8]

9]

Crimcok auTepaTypsl

Eom M. Kim BI. The traffic signal control problem for intersections:
a review // Eur. Transp. Res. Rev.— 2020. — Vol. 12, no. 50.

Wei H. Zheng G. Gayah V. Li Z. A survey on traffic signal control
methods // arXiv:1904.08117 [cs.LG].— 2020.

Global practices on road traffic signal control: Fixed-time control at
isolated intersections / Keshuang Tang, Manfred Boltze, Hideki Naka-
mura, Zong Tian. — Elsevier, 2019.

Hunt P.B. Robertson D.I. Bretherton R.D. Royale M.C. The SCOOT
on-line traffic signal optimization technique // Traffic Engineering
Control. — 1982. — Vol. 23.— P. 190-192.

Robertson D.I., Bretherton R.D. Optimizing networks of traffic signals
in real-time SCOOT method // IEEE Trans. Veh. Technol. — 1991. —
Vol. 40. — P. 11-15.

Sims A. The Sydney coordinated adaptive traffic (SCAT) system
philosophy and benefits / IEEE Trans. Veh. Technol. — 1980.—
Vol. 29.— P. 130-137.

Cools S.B., Gershenson C., D’Hooghe B. Self-organizing traffic
lights: A realistic simulation // Advances in Applied Self-Organizing
Systems. — 2013. — P. 45-55.

Varaiya P. Max pressure control of a network of signalized intersec-
tions // Transp. Res. Part C Emerg. Technol. — 2013. — Vol. 36. —
P. 177-195.

Reinforcement learning in urban network traffic signal control: A
systematic literature review / M. Noaeen, A. Naik, L. Goodman et al. //
Expert Syst. Appl. — 2022. — Vol. 199. — P. 116830.

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

(21]

[22]

[23]

[24]

[25]

[26]

[27]

(28]

[29]
[30]
(31]

[32]

Intellilight: A reinforcement learning approach for intelligent traffic
light control / H. Wei, G. Zheng, H. Yao, Z. Li // Proceedings
of the 24th ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining, London, UK, 19-23 August 2018. —
2018.— P. 2496-2505.

Haydari A., Yilmaz Y. Deep reinforcement learning for intelligent
transportation systems: A survey // IEEE Trans. Intell. Transp. Syst. —
2022.— Vol. 23.— P. 11-32.

Shabestary S.M.A., Abdulhai B. Deep learning vs. discrete reinforce-
ment learning for adaptive traffic signal control // Proceedings of
the 2018 21st International Conference on Intelligent Transportation
Systems (ITSC), Maui, HI, USA, 4-7 November 2018. — 2018. —
P. 286-293.

Zeng J., Hu J., Zhang Y. Adaptive traffic signal control with deep
recurrent g-learning // Proceedings of the 2018 IEEE Intelligent
Vehicles Symposium (IV), Changshu, China, 26-30 June 2018.—
2018.— P. 1215-1220.

Chen P., Zhu Z., Lu G. An adaptive control method for arterial signal
coordination based on deep reinforcement learning // Proceedings of
the 2019 IEEE Intelligent Transportation Systems Conference (ITSC),
Auckland, New Zealand, 27-30 October 2019. — 2019.— P. 3553—
3558.

Expression might be enough: Representing pressure and demand for
reinforcement learning based traffic signal control / L. Zhang, Q. Wu,
S. Jun et al. / Proceedings of the 39th International Conference
on Machine Learning, Baltimore, MD, USA, 17-23 July 2022. —
2022. — P. 26645-26654.

Van Hasselt H., Guez A., Silver D. Deep reinforcement learning with
double g-learning // Proceedings of the 29th AAAI Conference on
Artificial Intelligence (AAAI’1S), Austin, TX, USA, 25-30 January
2015.—2015.— P. 2094-2100.

Dueling network architectures for deep reinforcement learning /
Z. Wang, T. Schaul, M. Hessel et al. / Proceedings of the 33rd
International Conference on Machine Learning (ICML’16), New York,
NY, USA, 19-24 June 2016.— 2016. — P. 1995-2003.

Prioritized experience replay / T. Schaul, J. Quan, I. Antonoglou,
D. Silver // Proceedings of the 4th International Conference on
Learning Representations (ICLR’16), San Juan, PR, USA, 2-4 May
2016.— 2016.

The Mathematical Theory of Optimal Processes / L.S. Pontryagin,
V.G. Boltyanskii, R.V. Gamkrelidze, E.F. Mishechenko. — VIII + 360
S. : New York/London, 1962.

Genealogy of traffic flow models / F. Van Wageningen-Kessels,
H. van Lint, K. Vuik, S. Hoogendorn // EURO Journal on Trans-
portation and Logistics. — 2015.— Vol. 4. — P. 445-473.
Introduction to mathematical modeling of traffic flows: textbook /
A.V. Gasnikov, S.L. Klenov, E.A. Nurminskij et al. — 362 p. [in
Russian] : MIPT, Moscow, 2010.

Diveev A.L. Controlled networks and their applications // Computa-
tional Mathematics and Mathematical Physics.— 2008. — Vol. 48,
no. 8. — P. 1428-1442.

Sofronova E.A. Hybrid recurrent traffic flow model (URTFM-RNN) //
[ntelligent Systems and Applications, Proceedings of the 2021 Intelli-
gent Systems Conference (IntelliSys). — 2021. — Vol. 2.

Sofronova E.A., Diveev A.l. Traffic flows optimal control problem
with full information // 2020 IEEE 23rd International Conference
on Intelligent Transportation Systems (ITSC), Rhodes, Greece.—
2020.— P. 1-6.

Sofronova E., Diveev A. Controlled networks to solve traffic flows
problem // 2022 International Conference on Modern Network Tech-
nologies (MoNeTec). — 2022.

Sofronova E.A., Belyakov A.A., Khamadiyarov D.B. Optimal control
for traffic flows in the urban road networks and its solution by vari-
ational genetic algorithm // Procedia Computer Science.— 2019.—
01.— Vol. 150.— P. 302-308.

Sofronova E.A., Diveev A.l. Universal approach to solution of opti-
mization problems by symbolic regression / Appl. Sci.— 2021.—
Vol. 11.— P. 5081.

A fast and elitist multi-objective genetic algorithm: NSGA-II / K. Deb,
A. Pratap, S. Agarwal, T. Meyarivan // [EEE Transactions on Evolu-
tionary Computation. — 2002. — Vol. 6, no. 2. — P. 182-197.
Bellman R. Dynamic Programming. — 340 p. : Princeton University
Press, Princeton, New Jersey, Sixth Printing, 1972.

Boltyanskiy V.G. Mathematical methods of optimal control, 2nd
Edition. — 408 p. [in Russian] : Nauka, Moscow, 1969.

Diveev A.I. Numerical methods for control synthesis problem: mono-
graph. — 192 p. [in Russian] : RUDN University, Moscow, 2019.
Sofronova E.A., A.L. Diveev. Package for simulation and search for the
optimal control program for groups of traffic lights using variational
genetic algorithm. certificate of state registration of the computer
program no. 2020619911 dated August 25, 2020. — 2020.

27


http://dx.doi.org/10.1007/s13676-014-0045-5
http://dx.doi.org/10.1007/s13676-014-0045-5
http://dx.doi.org/10.1134/S0965542508080125
http://dx.doi.org/10.1134/S0965542508080125
http://dx.doi.org/10.1007/978-3-030-82196-8_41
http://dx.doi.org/10.1007/978-3-030-82196-8_41
http://dx.doi.org/10.1109/ITSC45102.2020.9294487
http://dx.doi.org/10.1109/ITSC45102.2020.9294487
http://dx.doi.org/10.1109/MoNeTec55448.2022.9960764
http://dx.doi.org/10.1109/MoNeTec55448.2022.9960764
http://dx.doi.org/10.1016/j.procs.2019.02.056
http://dx.doi.org/10.3390/app11115081
http://dx.doi.org/10.1109/ 4235.996017
http://dx.doi.org/10.1109/ 4235.996017

International Journal of Open Information Technologies ISSN: 2307-8162 vol. 12, no.9, 2024

HOI[XOI[I)I K aBTOMATU3HNPOBAHHOMY OIITUMAJIbHOMY
YIIPABJICHHUIO TPAHCIIOPTHBIMHU ITIOTOKaAMH

Co¢ponosa E.A.

Abstract—B ctaTbe paccMaTpHBAIOTCH 32244 ONTHMAJIbHO-
Io yNIpAaBJICHUS] U CHHTe3a YNPaBJeHHUs] OTOKAMHM TPaHCIOPTAa
B CeTH TOPOJACKHX A0Opor. JaHHble 3aJauH MpPeNJIOKeHO pe-
IIaTh B PaAMKaX aBTOMATU3MPOBAHHOI CHCTeMbl yNpPaBJEeHMS,
HCIOJIb3yeMoii MPH CO3JAHHU MHTEUIEKTYaJIbHOH TPaHCHOPT-
Hoii cucrembl (UTC) Oonpmmx ropogoB. O0beKkTOoM ynpas-
JleHUsl fiBJAsieTCs TPAaHCNOPTHBIA MOTOK. CocTosiHMe 00beKTa
NpeCcTaB/sieTCsA B BHJE YHMCJIOBOI OLEHKH BeJMYHMHBI MOTOKA
HAa KaKIOM Y4YacTKe MOPOTHM B KaXKIblii MOMEHT BpeMeHH.
HHdopmanusi 0 KoJMYECTBEHHBIX XapaKTEPUCTHKAX INOTOKA
NOCTYNAeT € JeTEeKTOPOB 10po:kHOii mHppacTpykTypbl. CeThb
JOpOr ONHUCBHIBAETCH OPUEHTHPOBAHHBIM TIpadoM, BeplLIMHAM
KOTOPOI0 COOTBETCTBYIOT YYACTKH JOPOL, a AyraM — MAaHeB-
pbl Ha mnepekpecTkax. I'pad mmeer mepeMeHHYI0 CTPYKTYPY,
3aBHCAINYIO OT yNpaBjieHUs. YNPaBJeHUE oNpele/sercs M-
TeJbHOCTAMHE (a3 cBeToOpOB Ha peryjupyeMbIX IepeKpecT-
Kkax. Jlag ommucaHus ynpapiieHHsI TPAHCHOPTHBIMH IOTOKAMH
HCNO0/Ib3yeTcsl YHHBepCcaJIbHAsl peKyppeHTHasi MojeJib YpaBJie-
HUs TpaHcnopTHbIMU noTtokamu (YPM YTII), nocrpoennas Ha
OCHOBE TEOPUHU ympapiasieMbIX ceTeil. IIpuBeaeHbI MOCTAHOBKH
3aa4d ONTHMAJIBHOIO YNPABJEHHUS] VISl PA3IHYHBIX PeKH-
MOB MNepekjioYeHusi (a3: BHYTPH (PHKCHPOBAHHOIO LHKJIA,
0e3 (pukcHUpoOBaHHOIO LUKJIA, BHYTPH MyabTHIMKIA. [IpuBene-
Ha NMOCTAHOBKA 33/]a4H MHOTOKPHTEPHAILHOI0 ONTHMAJILHOIO
ynpasienus. Jlyisi pemieHusi 3aJa4 ONTHMAJIBLHOIO YIpaBJe-
HHUS TPeJI0KeHO HCIO0/Ib30BATh COBPeMEeHHbIe BOJIIOLHOHHbIE
aqroputmbl. /lajiee nmpuBeJeHa MOCTAHOBKA 3a/lauM CHHTeE3a
yHnpaBjeHusi TPAHCIOPTHLIMH TNOTOKamMH. B 3ajgaue cuHTe3a
yIpaBjieHHe TPAHCIIOPTHBIMM NOTOKAMH OCYLIECTBJISIETCH 3a
cyeT BbIOOpaA IIMTe/ILHOCTel padouux ¢a3 cBeTodopoB B 3aBU-
CHMOCTH OT COCTOSIHMA 00beKTa. [J1sl peleHusl 3aJa4U CUHTe3a
yHIpaB/ieHUs] MPeNJIOKeHO MCIO0Jb30BAaTh YHCJIeHHbIe MeTOlbI
CHMBOJILHOI perpeccun. IIpuBeneHo 4uc/eHHOe pelleHHe 3a-
JAa4¥ MHOTOKPHTEpPHAJIbLHOr0 ONTHMAJILHOTO YNpaBJeHHS MO-
TOKAMH TPAHCHOPTA HA NepeKpecTKe M0 JAHHBIM C IeTEKTOPOB.

Keywords—onTumaibHoe ynpasjieHHe, CHHTe3 YNpaBJeHHsl,
ynpaBjieHHe TPAHCHOPTHBIMH TOTOKAMH, MOJe]Ib TPAHCHOPT-
HBIX NOTOKOB

PaboTa BBIMONMHANACH C UCIOIB30BAHUEM HH(PPACTPYKTY-
poI LleHTpa KOMIIEKTHBHOTO MOJIB30BaHHS «BBICOKOIIPON3BO-
TUTENbHbIC BBRIYHMCIeHUS u Oonbimue manubie» (IIKIT «MH-
¢dopmaruka») ULl UY PAH (r. Mocksa).
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ABTOD

CodponoBa Enena AHaronbeBHa, K.T.H., JOICHT, CTapIIUI
HayuHbeid coTpymHuk DUIL] MY PAH. OOmacte Hay4HBIX
HWHTEPECOB: HCCICNOBAaHUE M pa3paboTKa MaTeMaTHYeCKHUX
MOJele W aJropuTMOB JJISl ONMTUMAJIBHOTO YIpPaBICHHS
MIOTOKaMU TPAHCIOPTa B CETH TOPOJACKHX JIOPOT; METO-
JIbl CUMBOJIBHOW DPErpeccHd U SBOJIIOLIMOHHBIE aITOPUTMBbI
JUTS HOCHTU(UKAIINY, ONITUMAJIFHOTO YIIPABICHHUS W CHHTE3a
YIpaBICHUS.
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