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Abstract- The island of Bali, a famous tourist destination 

in Indonesia, has experienced an increase and decline in its 

tourism sector. To anticipate the arrival of international 

tourists, a thorough analysis and prediction approach is 

needed. The main objective of this study is to analyze and 

predict the arrival of foreign tourists in the coming year. 

The use of machine learning algorithms can be important 

in analyzing data and forecasting the development of 
international tourist arrivals. This research details the use 

of several machine learning algorithms, namely Support 

Vector Machine (SVM), and Linear Regression. The test 

results show that the SVM program evaluation provides 

accurate predictions with a low error rate in the test data. 

Meanwhile, the error rate in the evaluation of the Linear 

Regression program is slightly higher. However, the model 

was still able to make good predictions on the test data. 
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I. INTRODUCTION 

 

The tourism sector of Bali Island is one of the famous 

tourist destinations in Indonesia [1]. The island of Bali is 

the main destination for foreign tourists because of its 

stunning natural scenery, cultural richness and hospitality 

to the community. Natural wealth plays a crucial role in 

Indonesia's tourism sector. This country has a very large 

area, equipped with a variety of natural resources that have 

the potential to be exploited and utilized [2]. According to 

the Central Bureau of Statistics (BPS) Bali over the past 
three years, foreign tourist arrivals to the island of Bali 

have decreased and increased significantly, recorded from 

1,069,473 people in 2020 to 51 people in 2021 and 

increased again in 2022 which was 282,457 foreign 

tourists. With a significant decrease and increase, analysis 

and prediction are needed to estimate the number of 

foreign tourist arrivals who will come to Bali [3].  

 

One way to estimate the number of foreign tourist 

arrivals is to use the ETL method (Extract, Transform, 

Load). ETL methods are planned to execute three types of 

data transformations: value changes, rule-based 

transformations, and concept mapping [4]. Process 
Extract-Transform-Load (ETL) in data warehouse 

development has a key role in taking data from various 

sources, changing the data format according to needs, and 

filling it into data warehouse storage [5]. In this study, the 

ETL method was used to take data on foreign tourist 

arrivals according to their country of origin from trusted 

sources, then process it and make informative 

visualizations using algorithms to analyze and make 

predictions about future tourist arrivals. 

Furthermore, the data that has been collected will be 

processed and visualized.  Data visualization is an 
important component to help information recipients 

understand the results of data analysis, especially when the 

data to be analyzed has a very large volume [6][7]. The 

purpose of data visualization is to facilitate understanding 

of data, recognize patterns and trends contained in data, 

and also support the data-based decision-making process 

[8]. The visualization in this study will take from the data 

and will be classified or grouped based on the geography 

of the tourist country visiting Bali. The visualization that 

will be displayed will be in the form of a scatter plot. 

Then, the results of the predictions made will also be 
visualized into Matrix Evaluation. It is expected that the 

results of data visualization are able to provide concrete 

solutions to overcome existing problems. The use of data 

visualizations, such as responsive graphs and tables with 

the use of supportive colors, allows the available 

information to be quickly understood [9][10]. 

In addition, in data analysis and prediction of the 

development of foreign tourist arrivals, machine learning 

algorithms can be a very useful tool. In this study, two 

machine learning algorithms will be used, namely Support 

Vector Machine (SVM) and Linear Regression, to make 

predictions based on historical data and factors that 
influence tourist arrivals.  

Through the incorporation of ETL methods, informative 

data visualization, and the use of SVM and Linear 

Regression algorithms, this study aims to analyze and 

predict the arrival of foreign tourists in the following year. 
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II. RESEARCH METHOD 
 

This research was conducted using data on foreign 

tourist visits to the island of Bali from 2019 to 2022 

obtained from website Central Bureau of Statistics of Bali 

Province (https://bali.bps.go.id/). Time series data itself 

comes from the level of patterns and changes caused by 

randomness and seasonal factors [11]. The flow of 

research conducted to analyze and predict the arrival of 

foreign tourists on the island of Bali is as follows. 

 
Figure 1. Research Flow 

 

a. Problem Formulation (Perumusan Masalah)  
Problem formulation is the first step that can be done 

by researchers in order to be able to identify problems 

and describe and determine the research problem to be 

studied. At this stage the formulation of the problem is 

carefully negotiated so that the direction of the research 

carried out is clear and specific. 

 

b. Data Extraction 

Data extraction is a process of taking data or 

information from the source either in the form of 

documents or other forms that will be analyzed based 
on the research conducted [12]. Researchers used data 

on foreign tourist visits to Bali from 2019 to 2022 

obtained from website Central Bureau of Statistics of 

Bali Province (https://bali.bps.go.id/).  

 

c. Data Transformation 

Data transformation is important to do in preparing 

data before analysis, to ensure that the data is ready to 

be used in accordance with the expected analysis needs 

[13]. At this stage, the data that has been collected is 

combined and changes to the data structure are made to 

get the desired results. 
 

d. Pre-processing Data 

Data pre-processing is the process of preparing data for 

use in further analysis in order to ensure good data 

quality [14]. The main goal is to ensure that the data 

used in the classification process becomes more 

optimal. Preprocessing of research data is carried out in 

two stages, namely the data cleaning stage and the data 

transformation stage [15]. There are six components 

that must be met in this process: accuracy, 

completeness, consistency, timeliness, reliability, and 
the ability to be clearly interpreted [16]. Pre-Processing 

conducted in this study includes: 

 Data normalization, the process of changing the scale 

or range of values of variables in a dataset to have a 

standard range of values [17]. The goal is to ensure 

that variables increase the accuracy of the algorithm 

used.  

 

StandardScaler normalizes it by changing the values 

in the dataset so that the mean of each feature 

becomes 0 and the standard deviation becomes 1. 
This makes the distribution of each feature have a 

uniform scale. 

Rumus: z = σx−μ  

x is the original value.  

μ is average 

σ is the standard deviation. 

 

 Cleansing Data, the process of identification, data 

handling, and deleting incomplete data, redundant 

data or duplicate data, and irrelevant data [18]. There 

are six components that must be met in this process: 
accuracy, completeness, consistency, timeliness, 

reliability, and the ability to be clearly interpreted. 

The goal is to clean the data from data inaccuracies 

and inconsistencies [19]. If not done cleansing data, it 

will cause an error when machine learning Read the 

dataset. Errors in reading datasets cause machine 

learning cannot read multiple datasets, so the data 

becomes NaN [20]. 

 

e. Load Data 

The data that has been extracted and transformed will 

then be analyzed. In this data load process, it ensures 
that the data needed for research analysis is available 

and well structured in the data storage [21].  

 

 

f. Support Vector Machine (SVM) 

The object of this study is forecasting the arrival of 

foreign tourists to the island of Bali, using an algorithm 

Support Vector Machine (SVM). SVM algorithms are 

one of the powerful classification and regression 

approaches in machine learning. SVM is designed to 

solve the problem of classification of two classes with 
the aim of finding hyperplane optimal [22][23].  

Hyperplane It is a function used to separate two classes 

in the input space, thus allowing classification and 

regression analysis of the given data [24][25]. SVM 

can also address non-linear data by using the kernel, 

which allows the transformation of data into higher 

dimensions, where linear separators can be found [26]. 

The advantages of SVM include its ability to cope 

overfitting, good performance in datasets with a large 

number of features, and flexibility in handling different 

types of data [27]. Therefore, SVM is used in various 
applications such as in regression problem solving.   
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 ( )      ( )          [27][28] 

 
Where w is the weighting vector, is a function that 

maps x into a dimension, and b is the refractive 

factor. ( ) 
 

g. Regresi Linear 

Linear regression algorithm is one of the statistical 

methods used to predict outcomes and to find linear 

relationships between one or more independent and 

dependent variables of a data [29][30]. Regression 

analysis has at least three important benefits. First, it is 

used to describe the phenomenon of the data or case 

under investigation. Secondly, it is used as a means of 

control. Lastly, it is used to predict future outcomes 

[31]. With the aim of identifying correlations or 

relationships between these variables by using the most 

appropriate straight line to describe the relationship 

between these variables [32].  

  

           [33] 

 

y = variable depend 

x1 = variable independent 

w1 = slope 

b = intercept the intersection point of the regression 

line with the y-axis  when x=0. 

 

 

 

h. Evaluation Metrics 

Evaluation metrics is a measurement process carried 

out to evaluate and measure performance and 

effectiveness, models machine learning in predicting or 
classifying data. The existence of several types of 

evaluation metrics that are commonly used, it allows 

researchers to select evaluation metrics that are in 

accordance with the specific problems and objectives 

of using the model or system used [34][35].  

The goal is that researchers can assess how well the 

model used performs in making accurate predictions 

[36][37]. 

 

  Mean Squared Error (MSE) 

MSE is a method for finding parameters that 
minimize the amount of residual squares between 

target and predicted values [33]. MSE can be used 

to calculate the difference in the square of the error 

between the predicted value and the actual value 

[36]. 

 

      ∑      (      )     [29] 

 

n = number of observations 

yi = observed value 
y^i = value predicted by the model. 

 

  Mean Absolute Error (MAE) 

MAE is an evaluation metric used to average the 

absolute error between the predicted value and the 

actual value [38]. MAE can be calculated by the 

following formula: 

 

      ∑      |     | ,  [33] 

 

n = number of observations 

yi = observed value 

y^i = value predicted by the model. 

 

 Root Mean Squared Error (RMSE)  

RMSE is the square root of MSE. RMSEs are often 

used to evaluate the performance results of the 

predictions used. Although rooting produces a 

measure equal to y, it does not affect the relative 

ratings of the models. This metric clearly describes 

ordinary errors or for normally distributed errors [39]. 

When the RMSE is low, it indicates that the change 

in value produced by the prediction model is 

significantly close to its original form. Conversely, if 

the RMSE is large enough, it indicates that the 

accuracy of the prediction model is further from its 

original form [29]. 

   ,      √(
 

 
)  ∑(    ̅ )

  [29][40] 

 

n = the amount of data used in the calculation. 

yi = the actual value of the i-th data. 

ȳ = predicted value for the i-th data. 

Σ = indicates the addition operation, which is 
performed for each data from i = 1 to n. 

 

 R-Squared (R2) 

R-Squared (R2) can be interpreted as a predictable 

comparison of the variance of the dependent variable 

with the independent variable. When the R² value 

approaches 1, it signifies that the model is able to 
explain most of the variation, while a lower value 

indicates a limitation in the model's ability to explain 

the variation. [41] 

 

     ∑     (     )  ∑     (   
   )     [33] 

 

yi = observed value 

y^i = value predicted by the model 

yˉ = mean of the observed values. 
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III. RESULT AND ANALYSIS  
This study focuses on analyzing and predicting the 

development of foreign tourist arrivals on the island of 

Bali using SVM (Support Vector Machine) and Linear 

Regression algorithms. In the testing process we used 

60% of the training data as well as 40% of the test data. In 

SVM and Linear Regression programs we extract data 

from the variable "time", where we create new variables 

in the data "year" and "month". After that, normalize the 

data using min max scaling. Then we normalize the 

feature to make predictions for 2024 every month. 

 
A. SVM Algorithm Results and Analysis 

0.46888162438535325 

 

Mean Absolute Error 

(MAE) 
0.3570286470194035 

Mean Squared Error 

(MSE) 
0.21984997768624748 

Root Mean Squared 

Error (RMSE) 
0.46888162438535325 

Table 1. SVM Evaluation Metrics Results 

 

In this testing process produces a Mean Absolute 

Error (MAE) value of 0.3570286470194035, which 

indicates the average absolute error between the 

predicted value and the actual value in the test data. 

The test also produces a Mean Squared Error 
(MSE) value of 0.21984997768624748, which 

represents the average of the squared differences 

between predictions and actual values. In addition, 

this test process also calculates the result of the 

Root Mean Squared Error (RMSE) value with a 

result of 0.46888162438535325, which is the 

square root of MSE, and indicates the average error 

rate of the model in predicting the actual value of 

the test data using polynomial kernels and 

predetermined parameters. From the test results, the 

results for predictions in 2024 are as follows. 

 
Figure 2. SVM Prediction Results 

 
We also attach the prediction results that have been 

obtained in the form of a graph as below. 

 

 
Figure 3. SVM Prediction Results Graph 

 
Based on the graphic image above, it can be 

explained that the blue circle is the actual data used 

to test predictions in 2024. As for the red cross, it 

shows the prediction results that have been obtained 

from the tests that have been done.  

 

B. Results and Analysis of Linear Regression 

Algorithms 
0.42926572911591354Support Vector Machine 

(SVM)  algorithm model, it was continued by 
testing using the Linear Regression Algorithm as a 

form of comparison of the two algorithms. Testing 

using the Linear Regression algorithm produces 

results as shown below. 

 

Mean Absolute Error 

(MAE) 
0.39294471916373813 

Mean Squared Error 

(MSE) 
0.18426906619341685 

Root Mean Squared 

Error (RMSE) 
0.42926572911591354 

Table 2. Results of Linear Regression Evaluation Metrics 

 

Tests conducted using this Linear Regression 

algorithm model resulted in  an absolute average 

error value (MAE) of 0.39294471916373813, 

which shows the mean squared error between the 

predicted value and the actual value in the test data. 

In addition, the mean squared error (MSE) value 

reaches 0.18426906619341685, which indicates 
the mean squared error between the predicted value 

and the actual value. Next, the square root value of 

the mean error (RMSE) is also calculated, with a 

result of 0.42926572911591354. which is the 

square root of MSE. The average error rate the 

model shows in predicting actual values on test 

data in 2024 using a linear regression approach. 

The predicted results of the test are as follows.  
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Figure 4. Linear Regression Prediction Results 

 

The attachment of the prediction results that have 

been obtained in the form of a graph as shown 

below. 

 

 
Figure 5. Linear Regression Prediction Results Graph 

 

Just like the explanation in Figure 3. The SVM Prediction 

Results graph, which explains the blue circle, is the actual 

data used to test predictions in 2024. As for the red cross, it 

shows the prediction results that have been obtained from 

the tests that have been done. 

 

However, when viewed from a distance, the number of 
Australian tourist arrivals to Bali between 2021 and 2022 

has undergone a striking change. In 2021, there was a 

significant decrease in the number of Australian tourists 

visiting Bali. That's because factors such as international 

travel restrictions imposed due to the COVID-19 pandemic 

may have contributed to the decline. This drastic change 

highlights how the dynamics of international travel can be 

affected by a variety of factors, including the global health 

situation and travel policies imposed by destination 

countries. However, in 2022, there has been a marked 

increase in Australian tourist arrivals to Bali, signalling a 
potential recovery in the post-pandemic tourism industry. 

 

IV. CONCLUSION 

The conclusion that can be drawn from this are: 

1. SVM programs evaluated under specific conditions, 

such as polynomial kernels, C=100, and epsilon=0.1, 

have satisfactory results in predicting test data with 

low error rates. As shown by the low values of Mean 

Absolute Error (MAE), Mean Squared Error (MSE), 

and Root Mean Squared Error (RMSE), this model is 

able to provide accurate predictions of test data. 

2. The evaluation results of the Linear Regression 

program in 2024 also show good performance; 

however, the Linear Regression model is still able to 

provide accurate predictions of the test data, albeit 

with a slightly higher error rate compared to the SVM 

model. 
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