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Abstract—Neural machine translation usually requires a 

large number of bilingual parallel corpus for training, which is 
very easy to overfit on the training set of small data. Through a 
large number of experiments, it has been proved that almost all 
excellent neural network models are trained on large-scale 
datasets. High quality bilingual parallel corpus is difficult to 
obtain, and manual labeling of corpus is usually expensive, and 
it takes a lot of time. The data augmentation method is an 
effective technique for scaling data and has achieved significant 
results in some areas. For example, in the field of computer 
vision, training data is often augmented with methods such as 
cropping, flipping, bending or color transformation. Although 
data augmentation methods have become a basic technique for 
training neural network models in the field of computer vision, 
this technology has not been well applied in the field of natural 
language processing. This article systematically reviews the 
development of data augmentation techniques in the field of 
natural language processing in recent years, especially in the 
subfield of machine translation and conducts research on the 
mainstream data augmentation methods in the field of machine 
translation. 
 

Keywords—Natural Language Processing (NLP), Machine 
Translation (MT), Data Augmentation. 
 

I. INTRODUCTION 
With the development of computer technology, machine 
translation methods have also experienced a long research 
process. In recent years, the research of neural networks has 
brought new solutions to machine translation. The 
application of seq2seq model has made a qualitative leap in 
the performance of machine translation. The training of 
neural network machine translation model depends on 
large-scale bilingual parallel data, which contains sufficient 
knowledge for machine learning. The training process is the 
process of data representation and knowledge extraction. 
How to use data augmentation methods to make model 
learning easier and knowledge extraction more sufficient is 
an important research topic. 

As one of the core of AI at present, the quantity and quality 
of data play an almost decisive role in the final performance 
of a model. The same holds true for machine translation 
tasks. Since neural machine translation is a supervised 
learning technology and has super learning ability, the quality 
and scale of bilingual parallel corpus will be directly related 
to the final learning effect of the machine translation model. 
Therefore, before the training of neural machine translation 
model begins, there are a large number of processing 
technologies that need to be carried out for data corpus, and a 
new batch of data can be obtained after processing the 
original data to support the training of neural machine 
translation (NMT) models, so as to obtain better learning 

results. However, building high quality parallel data 
manually is a costly thing, and it is almost impossible to meet 
the current demand for data volume of neural machine 
translation. Therefore, people try to build large-scale parallel 
data at low cost by automatically building parallel data. At 
present, the commonly used methods mainly include data 
mining technology [1] and data augmentation techniques [2]. 
At present, most people think that data mining technology is a 
specific technical implementation of data augmentation 
techniques, so this article includes data mining techniques in 
data augmentation techniques. Data mining technology 
mainly uses semantic representation similarity (such as 
cosine distance of sentence vector) to mine potential parallel 
data from their respective monolingual corpus. Data 
augmentation techniques usually uses existing translation 
models to generate monolingual corpus to obtain synthetic 
parallel data. 

This article will study the application of mainstream data 
augmentation technologies in machine translation tasks, and 
summarize and analyze all technologies. 

II. COMMON SCENARIOS FOR DATA AUGMENTATION 
TECHNIQUES 

A. Lack of Samples 
In the scenario of few samples, the number of samples that 
can be collected does not meet the needs of model training, 
resulting in the model being in the state of under-fitting. 
Naturally, on the basis of existing data, using data 
augmentation techniques to expand the sample set is a fast, 
economical and cost-effective thing. Many studies have also 
shown that this method can significantly improve the 
performance of the model [3]-[5]. 

B. Uneven Sample Distribution in Text Classification 
Tasks 

In addition to some benchmarks, the number of samples of 
each category in most text classification tasks in real 
scenarios is uneven. In many cases, the number of categories 
with the largest number of samples may be two orders of 
magnitude higher than the number of categories with the 
smallest number of samples. This will lead to many 
problems. For example, the model is often in the state of 
under-fitting for small sample categories. In actual 
prediction, it will hardly give too high probability for this 
category [6]. 

Usually, in the face of such problems, a common way to 
deal with such a problem is to use data augmentation 
techniques to expand samples for small sample categories, 
thereby reducing the imbalance between samples and 
improving the generalization ability of the model. This 
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method has also been proven effective many times in 
practice. 

There are many workarounds for sample imbalance. At 
present, Google’s proposed smote method can already solve 
this problem [7]. 

C. Semi-supervised Training 
From the semi-supervised learning algorithm UDA released 
by Google, it can be seen that data augmentation techniques 
can be used on unlabeled samples to construct pairs of 
samples required for semi-supervised training, so that the 
model can obtain the gradient required for optimization from 
unlabeled data [8]. 

D. Improve the Robustness of the Model 
Data augmentation techniques can be divided into two 
categories without rigor, one is to transform the expression 
form text while keeping the semantics unchanged, such as the 
next mentioned back translation, text retelling and etc. The 
other is to make local adjustments to the original text 
according to a certain strategy, such as the substitution of 
synonyms mentioned later, random deletion and etc. Either 
way, it can be considered to improve the robustness of the 
model, make the model pay more attention to the semantic 
information of the text, and is no longer sensitive to the local 
noise of the text. 

Based on this consideration, whether it is a few-sample 
scenario or a large corpus scenario, the data augmentation 
techniques help to improve the robustness of the model and 
improve its generalization ability. On this point, a similar 
view is expressed in section 7.4 of the book [9]. 

III. TYPICAL TECHNICAL SOLUTIONS 

A. Back Translation 
Thanks to the remarkable progress in the field of text 
translation in recent years and the open source of various 
advanced translation models (including the open interface of 
translation tools such as Google Translate), data 
augmentation based on the back translation method has 
become a general-purpose data augmentation technique with 
high quality and almost no technical threshold. The basic 
process of the back translation method is simple, using the 
translation model to translate the original text of language 1 
into the text expression of language 2, based on the 
expression of language 2 and then translate the text 
expression of language 3, and finally directly translate the 
text expression back to language 1 from the language 3, 
which is the text augmentation by the original text. Of course, 
many times only one intermediate language can achieve good 
enhancement results. 

Let's use Google Translate for example: 
The original text is: Технология улучшения данных в 

настоящее время является исследовательским 
направлением машинного перевода. 

Translated into Japanese: データ拡張技術は現在、機械

翻訳の研究分野です。 
Japanese translated into English: Data augmentation 

techniques are currently a research area of machine 
translation. 

Translate English back to Russian: Методы увеличения 
данных в настоящее время являются исследовательской 
областью машинного перевода. 

It can be seen that because Google Translate is good 
enough, the text before and after the augmentation is 
basically semantically consistent. Therefore, for the 
augmentation technology of back translation, the quality of 
the translation model determines the final effect of data 
augmentation. 

If you use a translation model, you can use strategies such 
as random sample or beam search to achieve exponential data 
enrichment. If you use translation tools such as Google 
Translate, you can also achieve N-fold data enrichment by 
changing intermediate languages. 

At present, translation models have weak support for long 
text input, so in practice, the text is generally split into 
sentences according to punctuation, and then back-translated 
separately, and finally assembled into new text. 

In the early days, back translation technology was mainly 
used to improve the performance of neural network 
translation models[10][11], and monolingual data could be 
constructed into bilingual data through back translation, 
thereby helping the model improve performance. 
Experiments have shown that back translation can help the 
neural machine translation model bring an average 
performance improvement of 1.7 BLEU, and help 
Facebook’s team achieve SOTA performance at the time on 
the WMT’14 English-German test set. The specific 
implementation process is discussed in detail in the literature 
[11]. 

In 2018, the CMU and Google brain teams separated back 
translation as a specialized data augmentation technique to 
optimize the performance of question answering models. 
They trained two neural machine translation models at the 
same time, English to French and French to English, to 
achieve back translation, and the specific implementation 
process is shown in the figure below (fig. 1). 

 
Figure 1. Process Implementation Flowchart 

The final experiment proved that back translation 
technique helped their model achieve at least one percentage 
point of performance improvement, as shown in the red box 
in the table below (tab. 1). As we all know, for the question 
answering system, it is also very good to be able to improve 
by one percentage point. 
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Table 1. Method Implementation Effect Comparison List 

 
In the second half of 2019, the Google team proposed a 

semi-supervised learning algorithm (UDA) [8] that can be 
used for NLP tasks, and experimentally proved that data 
augmentation technique such as back translation can be used 
for semi-supervised learning, and the results look amazing, 
they only used 20 samples as label data to achieve 
near-SOTA performance on the IMDb dataset. At present, 
back translation is the mainstream data augmentation 
techniques in the field of machine translation. 

B. Random word replacement 
The so-called data augmentation method based on random 
word replacement here is a collective term for a type of text 
data augmentation method, and its basic method is similar to 
random cropping and image scaling in image augmentation 
technique, usually randomly selecting a certain proportion of 
words in the text, and performing simple operations such as 
synonym replacement and deletion of these words, unlike 
models such as back translation, which require the assistance 
of external pre-trained models. 

In 2019, a research team proposed a data augmentation 
method called EDA (Easy Data Augmentation) [13], which 
can be considered a collection of such methods. EDA 
consists of four main operations: synonym replacement, 
random insert, random swap, and random delete. The detailed 
description is as follows: 
1) Synonym Replacement: Select non-stop words randomly 

from the sentence. Replace these words with randomly 
selected synonyms.  

2) Random Insert: Randomly find a word in the sentence 
that does not belong to the stop word set, find its random 
synonym, and insert the synonym into a random position 
in the sentence. Repeat n times. 

3) Random Swap: Choose two words in the sentence 
randomly and exchange their positions. Repeat n times. 

4) Random Delete: Each word in the sentence is randomly 
deleted with probability p. 

For this method, the biggest doubt is whether the category 
label of the text can remain unchanged after the EDA 
operation. After all, this is a random operation on the text. 
The researchers conducted an experimental analysis 
specifically on this issue. First, they trained a classification 
model, let’s call it Model A, using only the original training 
set (without data augmentation). Next, data augmentation is 
performed on the test set using the EDA method. Finally, the 
original test set and the expanded corpus are input into model 
A, and the output of the model at the last linear layer is 

compared. They found that the distance between the original 
test set and the expanded corpus is very small in 
high-dimensional space. The comparison of the results of the 
two after dimensionality reduction by the t-SNE algorithm is 
shown in the figure below (fig. 2). 

 
Figure 2. Comparison chart of experimental results 

It can be seen from the above analysis that after the EDA 
transformation, the original data set expands and absorbs a lot 
of noise on the original basis, expands the amount of data, 
and maintains the original label, thus effectively expanding 
the information capacity of the original sample set. 

In order to compare more fully, the convolutional neural 
network (CNN) and recurrent neural network (RNN) were 
used as classification models, and the average performance of 
the five tasks was shown in the following table (tab. 2). 

Table 2. Result comparison list 

 
From the results of the table above, we can draw at least 

two conclusions: 
1) EDA technology can effectively mention the 

generalization ability of the model, reduce the 
generalization error, and even under the complete data 
set. EDA technology can bring an average improvement 
of 0.8 percentage points. 

2) The smaller the dataset, the more significant the model 
improvement brought by EDA technology. When the 
sample size is only 500, EDA technology can bring an 
average improvement of three percentage points. 
Therefore, it is suitable for scenarios with few samples. 
It is worth noting that with the help of EDA technology, 
when the data volume size is only 50% of the original 
data set, the model performance has exceeded the 
performance of 100% of the data without EDA. 

In summary, we can know that the use of EDA data 
augmentation technique to improve model performance is 
simple and effective, especially in small sample scenarios. 

C. Non-core Word Replacement 
In the EDA technique above, the words to be replaced are 
randomly selected, so an intuitive feeling is that if some 
important words are replaced, the quality of the augmentation 
text will be greatly reduced. The method described in this 
section is to avoid this problem as much as possible. 

The technology was proposed by Google in the article [8] 
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on the UDA algorithm. The core point of the whole 
technology is also relatively simple, replacing a certain 
proportion of unimportant words in the text with unimportant 
words in the dictionary, thereby generating new text. 

In information retrieval, TF-IDF values are generally used 
to measure the importance of a word to a piece of text, and the 
following briefly introduces the definition of TF-IDF: 
1) Text frequency (TF) is the number of times a word 

appears in the text, the statistics are word frequency TF, 
obviously, a word appears many times in the article, then 
the word may have a great role, but if the word often 
appears in other documents, such as “of”, “I”, then its 
importance is greatly reduced, the latter is to use IDF to 
characterize. 

2) Inverse Document Frequency (IDF) is an importance 
adjustment factor that measures whether a word is 
common or not. If a word is rare, but it appears multiple 
times in this article, then it probably reflects the 
characteristics of this article and is exactly the keyword 
we need. 

3) TF-IDF = TF×IDF, this formula can effectively measure 
the importance of a word to a piece of text. When we 
know the importance of a word to a text, we use the 
probability of negative correlation with TF-IDF to 
sample the words in the text to decide whether to replace, 
which can effectively avoid the wrong replacement or 
deletion of some keywords in the text. 

The specific implementation method proposed in the UDA 
article is shown in the following figure (fig. 3). 

 
Figure 3. UDA algorithm architecture diagram 

The original article proposing this method did not conduct 
a controlled experiment on this method alone, but worked 
with the back translation technique to achieve text 
augmentation. The following table (tab. 3)shows the 
implementation of the article on six different datasets. 
Table 3. Comparative Analysis List of Experimental Results 

 
In the experiment, four different models were used for 

control experiments, namely the weight randomized 
Transformer structure, BERT-base, BERT-large, and the 
BERT-finetune in the field, and the values in the table are the 
errors on the test set. It can be seen from the table that after 

the text augmentation of non-core word substitution and back 
translation, the model has basically achieved great 
improvement in each dataset of the experiment. 

 
Figure 4. Comparison Chart of Experimental Results of Two 

Datasets 
The figure (fig. 4) above shows the best performance that 

the model can achieve by using the UDA algorithm and two 
data augmentation methods under different amounts of 
labeled data. Regarding the data augmentation technique, an 
important judgment can be indirectly verified from the figure: 
whether in a few-sample or large-sample scenario, the use of 
data augmentation technique can help the model to further 
improve the performance on the basis of the original sample 
set. 

In this article of UDA, the researchers only used the 
operation of word substitution, and did not add the other three 
operations in EDA, such as deletion, swapping positions, etc., 
which can be used as one of the subsequent research 
directions. 

This technical additional operation is the introduction of 
TF-IDF to measure the importance of a word to a sentence, 
which can essentially be considered as the introduction of 
strong prior knowledge on the basis of EDA, and then replace 
synonyms according to identified keywords to avoid useless 
data and erroneous data. 

D. Data Augmentation Based on Contextual Information 
Data augmentation technique based on contextual 
information are also simple in principle. First, a trained 
language model is required, and for the original text that 
needs to be enhanced, a word or word is randomly removed 
from the text (depending on whether the language model 
supports words or words). Next, the rest of the text is input 
into the language model, and the top k words predicted by the 
language model are selected to replace the words that have 
been removed from the original text to form k new texts. 

Preferred Networks’ contextual data augmentation 
technology [14] based on bidirectional Language Model was 
proposed in 2018. The entire architecture is shown in the 
following figure (fig. 5). 
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Figure 5. Preferred Networks Corporate’ Model Architecture 

Diagram 
In this scheme, compared with the general bidirectional 

language model, in order to ensure that the label after the text 
transformation is unchanged. The researchers add in a hidden 
layer in the language model. The label information of the text 
is added in, so as to ensure that the generated text has the 
same label attributes as the original text. 

The researchers tested the effectiveness of this method in 
five classification tasks, and the results are shown in the 
following table (tab. 4). 

Table 4. Comparison list of experimental results 

 
As can be seen from the above table, the method proposed 

by article can bring about 0.5 improvement compared to the 
synonym replacement method. However, the question of 
whether label information should be included is addressed. It 
can be seen from the experiment that the addition of label 
information brings a reduction of about 0.2 percentage points 
of generalization error, which is basically within the 
fluctuation range of generalization error, so it is doubtful 
whether there is an obvious effect. 

Another remarkable research achievement [15] in this 
direction comes from the Chinese Academy of Sciences. The 
overall idea is similar to the above scheme. The main 
difference is that the bidirectional language model is replaced 
by BERT, and BERT is also finetuned. The label information 
of the original text is introduced to ensure that the newly 
generated sample has the same label attributes as the original 
sample. The experimental results are shown in the following 
table (tab. 5). 

Table 5. Comparison List of Experimental Results of Chinese 
Academy of Sciences 

 
At least two conclusions can be drawn from the 

experiment: 
1) BERT-based contextual data augmentation technique 

can lead to significant model performance 
improvements, averaging close to two percentage points, 
which is still attractive. 

2) Bringing the label information of the original text into 
BERT (W/C-BERT) does bring significant model gains 
compared to not bringing in (w/BERT). 

From the experimental results, the second method has 
obvious performance improvement compared with the first 
method, and the BERT model has become the most 
commonly used pre-training model in the field of  NLP, so 
this method can be easily used by most people. 

E. Data Augmentation Based on the Language Generation 
Model 

Data augmentation using language generation model is a 
large class of methods, and there are currently multiple ways 
to implement it [16]-[18], and research work before 2019 was 
generally based on data augmentation techniques derived 
from RNN architectures for specific tasks. Until 2019, GPT 
and GPT-2 models were born, and the effect on data 
generation tasks was extremely amazing. 

As a general language generation model that has been 
pre-trained on massive corpus, GPT will naturally be used to 
implement data augmentation related work. IBM’s research 
team proposed a text augmentation technique based on GPT 
architecture in November 2019, which they called LAMBDA 
(language-model-based data augmentation). LAMBADA 
first conducted pre-training on a large number of texts to 
enable the model to capture the structure of the language and 
thus produce coherent sentences. Then finetune the model on 
a small number of data sets of different tasks, and use the 
finetuned model to generate new sentences. Finally, the 
classifier is trained on the same small dataset and filtered to 
ensure that the existing small dataset and the newly generated 
dataset have a similar distribution. 

In order to fully verify the performance of LAMBADA 
technology, researchers conducted two types of experiments. 

Experiment 1: LAMBADA technology was applied to 
three different data sets, and three different model 
architectures (BERT, LSTM, SVM) were used for the control 
experiment. The experimental results are shown in the 
following table (tab. 6). 
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Table 6. Comparison List of Experimental Results of Three 

Models 

 
Baseline refers to the model when only the original data set 

is used for training. It can be seen from the table that 
LAMBADA technology can improve performance in all 
three data sets compared with baseline. Especially for ATIS 
data sets, the performance of baseline has been improved by 
more than 50%. The conclusion given in the original article is 
that ATIS data has obvious uneven distribution, and 
LAMPADA technology can effectively compensate for the 
imbalance of the original data set. 

Experiment 2: Compare LAMBADA technology with 
other mainstream data augmentation techniques. The 
experimental results are shown in the following table (tab. 7). 

Table 7. Comparison of Experimental Results of Different 
Data Augmentation Techniques 

 
EDA and CBERT have been introduced in detail in the 

previous. It can be seen from the figure that the advantages of 
LAMBADA technology are still obvious. If BERT is adopted 
as the model architecture, it can increase by at least 1.2 
percentage points compared with other data augmentation 
algorithms; In the ATIS data set, it was 13 percentage points 
higher than the second place. Similarly, in SVM and LSTM, 
LAMBADA technology is still outstanding, except for 
individual data and slightly worse performance than EDA. 

In a word, at least from the experiment in the article, 
LAMBADA technology can be regarded as one of the most 
excellent data augmentation technique at present. 
LAMBADA technology has a lot to explore in the future, 
such as combining with the UDA architecture mentioned 
earlier to realize semi-supervised learning with few samples. 

F. New Data Augmentation Techniques 
1) Text style transfer 
In the field of computer vision, image style transfer has been 
studied a lot in previous years. For the human eye, although 
the style of the photo before and after the transformation 
changes greatly, the person or animal entity on it is still 
recognizable. In other words, style transfer can also be seen 
as an image data augmentation. 

Along this line, if there are also mature and common 
language style transfer algorithms in the field of NLP, then 
naturally they can also be used for text data augmentation. In 

fact, back translation has a bit of text style transfer, but it 
belongs to the uncontrollable text transformation. In this 
regard, articles [19]-[20]have already been published in this 
regard. 
2) Synthetic Translations 
Eleftheria Briakou and Marine Carpuat of the University of 
Maryland, published in ACL2022, “Can Synthetic 
Translations Improve Bitext Quality?” [21], uses synthetic 
data to replace imperfectly aligned data in the mined parallel 
data to obtain high quality parallel corpus. 

Recently published corpus through data mining contains a 
large amount of mistranslated data. Taking WikiMatrix, a 
recently commonly used multilingual translation corpus, as 
an example, the article conducted a random sample of Greek 
to English for manual evaluation, and found that about 12% 
of the samples had large semantic differences, only certain 
similarities in topics or structures, while 56% of the samples 
had fine-grained differences. Only 32% of parallel samples 
can be perfectly matched. 

This article focuses on the analysis of the widespread 
mismatch of the existing large-scale corpus based on data 
mining technology, and shows that the synthetic data 
obtained by the translation model can effectively alleviate 
this problem. 
3) Ciphertext Based Data Augmentation 
Data augmentation requires a high quality of the corpus, and 
the main way to obtain high quality corpus is still human 
translation. But the training of neural networks often requires 
a large amount of corpus, and it is unrealistic to achieve this 
purpose manually. Therefore, it is necessary to find other 
ways to obtain high quality corpus. The article “CipherDAug: 
Ciphertext based on Data Augmentation for Neural Machine 
Translation” [22] presented at ACL 2022 innovatively uses 
cryptography to obtain high quality corpus. 

Author proposes a novel data-augmentation technique for 
neural machine translation based on ROT-k ciphertexts. 
ROT-k is a simple letter substitution cipher that replaces a 
letter in the plaintext with the kth letter after it in the alphabet. 
Author first generate multiple ROT-k ciphertexts using 
different values of k for the plaintext which is the source side 
of the parallel data. Author then leverages this enciphered 
training data along with the original parallel data via 
multisource training to improve neural machine translation. 

Overall, CipherDAug shows promise as a simple, 
out-of-the-box approach to data augmentation which 
improves on and combines easily with existing techniques, 
and which yields particularly strong results in low-resource 
settings. 
4) Continuous Semantic Augmentation 
Supervised learning is limited by the amount of data. 
Common data augmentation methods cannot generate diverse 
and faithful samples. This article [23] proposes a new data 
augmentation method – Continuous Semantic Augmentation 
(CSANMT), which augments each training instance with an 
adjacency semantic region that can cover enough literal 
expression variants in the same sense.  

The algorithm addresses two limitations of data 
augmentation in discrete space: the lack of diversity of 
augmented training examples in discrete space, and the 
difficulty of preserving the original semantics of enhanced 
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text in discrete space. 

The algorithm was evaluated on a variety of machine 
translation tasks, including WMT14 
English-German/French, NIST Chinese-English, and 
multiple IWSLT tasks. Specifically, CSANMT reached the 
new SOTA in enhanced technology with a score of 30.94 
BLEU in the WMT14 English-German task. In addition, the 
method can achieve comparable performance using a 
baseline model with only 25% of the training data. This 
shows that CSANMT has great potential to achieve good 
results in low-resource situations. 
5) Conditional Masked Language Model 
The article “Semantically Consistent Data Augmentation for 
Neural Machine Translation via Conditional Masked 
Language Model” [24] mainly studies the technology of 
using word substitution for data augmentation in neural 
machine translation, which achieves the purpose of data 
augmentation by replacing words in existing parallel corpus 
sentence pairs. When using the data augmentation method, 
the authors observed that if the enhanced data samples 
retained the correct label information, they could effectively 
scale the trained data and improve the performance of the 
model. This property is called semantic consistency. 

In neural machine translation systems, training data exists 
in the form of sentence pairs, including source sentences and 
target sentences. Semantic consistency requires that both the 
source and target sentences be fluent and grammatically 
correct in their respective languages, and that the target 
sentence should be a high quality translation of the source 
sentence. Existing word replacement methods are usually 
swapping, removing, or randomly replacing words in the 
source and destination sentences. Due to the discrete nature 
of natural language processing, these transformations do not 
maintain semantic consistency, and often they may impair the 
fluency of double sentences or break the correlation between 
pairs of sentences. 

In order to improve the data augmentation method in 
machine translation training, the semantics of the source and 
target sentences and the cross-language translation 
relationship between them can be preserved in the process of 
enhancement. The Conditional Mask Language Model 
(CMLM) was introduced, which generates context-sensitive 
alternate word distributions from which we can choose the 
best alt for a given word. The CMLM model is a variant of 
Mask Language Model that incorporates label information 
when predicting masks. 

In order to verify the effectiveness of the proposed method, 
the authors conducted experimental validation on three 
smaller datasets: IWSLT2014 German, Spanish, and Hebrew 
translations to English, and a larger dataset: WMT14 English 
to German. The experimental results show that the 
performance effect of CMLM’s data augmentation method is 
significantly better than that of other methods, and the 
improvement of 1.9 BLEU in WMT English to German has 
been achieved. 

IV. THE EFFECTIVENESS OF TEXT AUGMENTATION 
TECHNIQUES 

A. Regularization 
Data augmentation techniques are undoubtedly an effective 

regularization method, whether it is back translation, EDA, 
non-core word replacement, or data augmentation based on 
contextual information, which is essentially a model 
preference expressed by the designer or imposed a strong 
prior distribution assumption on the distribution of the model. 
Among them, the model preference of back translation 
expression is that the model should have invariance for texts 
with different forms of expression but the same semantics. 
The model preference expressed by EDA, non-core word 
replacement and etc. is that the model should be insensitive to 
local noise of the text. Therefore, even in the face of few 
sample scenarios, under this regularization, the model can 
effectively converge in the hypothetical space and achieve 
better generalization error. 

B. Transfer Learning 
Any learning requires effective external information 
guidance, and the effectiveness of the data augmentation 
techniques mentioned above can undoubtedly be understood 
from the perspective of transfer learning. Whether it is back 
translation, GPT-2 based data augmentation or text style 
transfer, it can be understood as transferring information or 
knowledge learned by an externally pre-trained model from 
elsewhere to the current task, improving the information 
capacity of the overall data and better guiding the learning of 
the current model. 

C. Improve Model Robustness 
EDA and other techniques can not only be viewed from the 
perspective of semantic noise, but also can be regarded as 
applying generalized noise (independent of specific tasks) to 
the input data to achieve functions similar to the dropout 
layer. This idea has been proven by various studies to 
improve the robustness of the model to a certain extent. 

D. Manifold 
The text of the same type of label can be regarded as a kind of 
manifold in the text space, so effective data augmentation 
techniques should ensure that the newly generated text is still 
a point on the manifold. 
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